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ABSTRACT Humdrum, or Lilypond, or as MIDI files. Performances

) _ are usually given as audio recordings or in form of MIDI
Given a score representation and a recorded performanCgjes generated by electronic instruments. When aligning
of the same piece of music, the task of score-performances;qre and performance representations, challenging prob-
synchronization is to temporally align musical sections |ems arise when the two representations reveal differences
such as bars specified by the score to temporal sectiong, their global overall structures. For example, a perfarme
in the performance. Most of the previous approaches 8S‘may ignore a repeat that is written in the score or may
sume that the score and the performance to be synchrojniaquce an extra repeat that is not written in the score
nized globally agree with regard to the overall musical (g g an additional verse). Furthermore, a performance may
structure. In practice, however, this assumption is often j,.j,de parts that are not written in score at all (e.g., a
violated. For example, a performer may deviate from the c5qenza or solo part) or may skip certain parts of an un-
score by ignoring a repeat or introducing an additional re- yer\ving score. Structural differences between scores and
peat that is not written in the score. In this paper, we performances have been encountered in previous work on
introduce a synchronization approach that can cope with o jine score following such as [2-4]. In this scenario, the
such structural differences. As main technical contribu- geores and performances that are synchronized are usually
tion, we describe a novel variant of Qynamlc time warping monophonic. The most popular approach for this scenario
(DTW), referred to asumpDTW which allows for han- s {4 yse hidden Markov models (HMM) in combination
dling jumps and repeats in the alignment. Our approach is,yith a training process to determine model parameter that
evaluated for the practically relevant case of synchrogizi ¢ it the given type of data. For the case of off-line syn-
score data obtained from scanned sheet music via opticalhonization of polyphonic scores and performances, dy-
music recognition to corresponding eud|o recordings. OUr ,5mic time warping (DTW) in combination with chroma
experiments based on Beethoven piano sonatas show thgbatures has become a popular approach [5, 6] because it
JumpDTW can robustly identify and handle most of the oc- ¢4 deliver similar accuracy than HMMs but without the
curring jumps and repeats leading to an overall alignment neeq for creating and training models. Furthermore, ef-

accuracy of ovep9% on the bar-level. ficient multi-scale implementations can easily be realized
for this approach [7]. An overview on on-line and off-line
1. INTRODUCTION score-performance synchronization approaches is found in

[8]. In previous work on off-line score-performance syn-
‘chronization, a basic assumption usually is that there are
no structural differences between the two versions to be
aligned. In [6], the authors point out that classical DTW
can bypass additional segments such as repeated verses, at
least to some extent. Raphael [9] remarks in his work that
structural differences such as repeats are a common prob-
lem in score-performance synchronization. Content-based
comparison of scores and performances also plays an im-
Yportant role in retrieval scenarios [10-12]. As pointed
out in [12], retrieval methods may also be used to de-
termine the structural differences between a score and a
performance. Further related work has focused on perfor-

ances only, either in the scenario of general partial mu-

ic synchronization [13] or structural analysis of perfor-
mances [14, 15].

In this paper, we describe a novel approach that allows
for synchronizing score and performance data in the pres-
Permission to make digital or hard copies of all or part of thiskafor ence of structural differences. The main motivation for our
personal or classroom use is granted without fee providatttipies are work originates from a problem of high practical relevance
not made or distributed for profit or commercial advantage aattthpies arising in the data acquisition and processing pipeline of a
bear this notice and the full citation on the first page. digital music library [1]. Here, the score data is typically
(© 2010 International Society for Music Information Retrieval obtained by first scanning the given printed sheet music

Given a score and a performance of the same piece of mu
sic, a common task of music information retrieval consists
of synchronizing note events or musical sections given by
the score representation with time positions or temporal
sections of the performance. A useful example applica-
tion of such a synchronization is to allow users to navigate
in a recorded performance of a piece of music by select-
ing locations of interest from the visual sheet music rep-
resentation of the synchronized score and simultaneousl
playback the performance while highlighting the current
playback position in the sheet music [1].

Scores and performances can be given in many differ-
ent forms and formats. For example, scores can be give
as scans of printed sheet music, vector graphics generate
by a computer typesetting software, optical music recog-
nition results, symbolic score formats such as MusicXML,
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Figure 1. Examples for several types of block boundary indicators: (a) bégjrand end of movement/song, (b) double bar lines with
and without repeat signs, (c) brackets for alternative endings.e@fyssmarker, (e) textual jump directive, (f) coda, (g) fine, (h) title
heading of new musical section

material and then by converting the digitized images into usually counted in Western sheet music notation, in this
a symbolic score representation using optical music recog-paper, we simply refer to each such sectiobhas
nition (OMR). In this process, repeat and jump directives  Let B denote the set of bars appearing in the score and
that are written in the printed sheet music (as shown in let K = |B| be the number of bars. Ordering the set of bars
Fig. 1) are often not recognized reliably by the OMR soft- by their visual occurrence in the sheet music (canonically
ware. Besides the reasons given above, such missing diordered by the page number, line number, and left to right
rectives are a major source for structural differences be-within a line), one obtains a sequenge= (o1,...,0x),
tween the resulting score representation and a given audiar, € B, k € [1 : K|, which we refer to ascore bar se-
recording. As the main technical contribution of this pa- quence Note that the score bar sequence does not account
per, we introduce a novel variant of dynamic time warping for jump and repeat directives, see Fig. 2. Depending on
(DTW), which we refer to adumpDTW The main idea  the context, we use the terbrar to denote either an ele-
of our approach is to estimate the repeats and jumps thament of 3, the region in the sheet music image that rep-
make the score match the performance and to calculateesents the bar, the musical content of the bar, or one of
the actual score-performance alignment within a joint op- possibly many occurrences of the bar in the performance.
timization procedure based on a content-based comparison As discussed before, sheet music may contain jump and
of the score and audio data. The task tackled in this papermrepeat directives such as repeat signs, alternative esding
is related to the task of computing a possibly large partial dacapos or segnos, see Fig. 1. Because of these direc-
alignment of two data streams [13, 16]. However, in con- tives, the given performance often deviates from the score
trast to these approaches, our goal is to somehow unfoldbar sequence. The musician may even choose to ig-
the score representation to best explain the performancenore or add some of the displayed repeats or may intro-
Furthermore, we assume that the jumps and repeats onlyduce shortcuts. This leads to a possibly different sequence
occur on musically meaningful positions by exploiting ad- = = (mq,...,7), 7; € B, j € [1 : J], which we call
ditional structural information given by the score. To this performance bar sequencsee Fig. 2. Note that in the
end, the score is searched for structural elements such ascenario discussed in this paper, the performance bar se-
double bar lines to divide the score into blocks, see Fig. 1. quencer is unknown. One application of the approach
Then repeats and jumps are allowed only at block bound-introduced in the remainder of this paper is to determine
aries but never inside blocks. this sequence.

The remainder of this paper is organized as follows.  To relate the score bar sequercand the performance
In Sect. 2, we formalize the task of handling repeats and bar sequence, intuitively, the score bar sequence, which
jumps in score-performance synchronization. In Sect. 3, represents the source material, has to be suitahiglded
we describe our novelumpDTWalgorithm in detail and  to best explain the performance. Here, timfoldingtypi-
indicate several extensions. Finally, in Sect. 4, we priesen cally appears at the jump and repeat directives indicated by
experiments performed on a test dataset consisting of pi-the sheet music. Making use of this fact, the problem of un-
ano sonatas by Beethoven and conclude in Sect. 5 with &olding sequences of bars can be reduced to the easier task

discussion of future work. of unfolding much shorter sequences of so-caldatks
which are obtained by concatenating suitable subsquences
2 PROBLEM MODELING of bars during which no repeats or jumps are expected to

_ _ occur. To this end, the score is searchedfock boundary
We now assume that we are given one sheet music repreindicatorsthat indicate bars in the score that might serve as

sentation and one performance in form of an audio record-source or target for jumps and repeats. Examples of these
ing of the same piece of music. After processing the sheetindicators are depicted in Fig. 1.

music via OMR, one obtains a symbolic representationre- Letky, = 0 < k < ... < ki1 < k; = K be
ferred to asscorerepresentation. The score is naturally boundary indices corresponding to the jump and repeat di-
divided into sections that are delimited by either bar lines rectives. Then, we define the block

or the left or right boundary of a grand staff. Even though

these sections may differ from the musical bars as they are Bi = (Oky_14+1y -+ 0k;) (1)
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Figure 3. Visualization of a score-audio synchronization result
with score block sequende= (1,2, 3,2,4,5) for the score and
performance bar sequences shown in Fig. 2. The red line indi-
cates an alignment path with jumps.

Figure 2. lllustration of the score bar sequengethe perfor-
mance bar sequenaeand the score block sequenge

of length[f;| = k; — ki ford € [1 : I]. Theresulting  for (5, 1) € Z, whereZ := [1: N]x[1 : M]is referred to
score block sequenge:= (51, ..., fr) is a partition ofo, as the set ofells A (global)alignment pattbetween: and
see Fig. 2. Now, the task of finding the performance bar y is a sequence = (p1,...,pr) With p; = (ng,me) € Z
sequencer is reduced to finding a sequence of block in- 5,y [1 : L] satisfying the boundary condition, =
dicesb = (bl, oo bg), bg S [1 : I}, g € [1 : G], such that 1,1) andp;, = (N, M) and the step conditiop —py_; €
(Bbys-- -, Pbe) is as close as possible to the performance s» tor ¢ ¢ [2: L] Here, := {(1,0), (0,1), (1, 1)} denotes
35"“ sequgnceh The task of flntlj:mg such a S(Tquen‘x:esf the set of possible steps. The cost of the paih defined
Iscussed In the next section. For an example, we refer toby Z[%:l C(pe). An optimal alignment patlis defined to

Fig. 3. Note that, depending on the context, we will later L : ! .
use the ternblocknot only to denote elements of the score gﬁgi%agﬁtnpgfﬁst path having minimal cost over all possible

block sequencg, but also to refer to elements of the block An optimal alignment path can be computed using

index sequence dynamic time warping (DTW). First, for a given cell
(n,m) € Z, one defines the sét, ,,, of possibleprede-
3. PARTIAL SYNCHRONIZATION WITH JUMPS cessordy

Most procedures for score-performance synchronization Znm ={(n,m) —z|z€X}NZ. ()
first convert the two data streams to be aligned into suitable _ _
feature representations. Then, based on a local cost meafhen, one computes atcumulated cost matrix of di-
sure that allows for comparing features, a global alignment mensionN' x M. First, one setd)(1,1) := C(1,1) and
path between the feature sequences is computed using dythen recursively defines
namic time warping (DTW). This procedure only works ) .
well if the score and the performance are in global corre- D(n,m) := C(n,m) +min{D(2) |2 € Zpm} (4)
spondence and do not differ in their overall structure. for (n,m) € Z\ {(1,1)}. The valueD(N, M) represents

To account for Struﬁtur‘?l dlf_ferlences as occurﬂng In ourl the cost of an optimal alignment path. Such an optimal
scenario, we extend the classical DTW approach to enabley,th can be constructed based on a simple back tracking

jumps in the alignment path. Our idea of allowing jumps is algorithm usingD. For details, we refer to [17].
inspired by the way a piece of music is often modeled using

a Hidden Markov Model (HMM). Ht_are, the note e\(ents of 35 JumpDTW

a score are modeled by states which are left-to-right con-

nected to enforce that the music can only move forward but To account for structural differences between the score and
not backward. To account for possible repeats and jumpsthe performance caused by repeats and jumps, we now ex-
at certain block boundaries, one then simply adds furthertend the concept of an alignment path and the classical
connections that connect states representing possibfe jum DTW approach. Recall that we assume that the jumps oc-
sources to states representing possible jump targetst Aftecur from ends to beginnings of the blocks i € [1 : I].

a short review of classical DTW (Sect. 3.1), we show how With regard to the feature representatios: (z1,...,zx)

the jump directives can be incorporated (Sect. 3.2) and therof the score, we assume that the beginningspfcor-

indicate further DTW variants (Sect. 3.3). responds to index; € [1 : N] and the end to index
t; € [1: N], wheres; < t;. Furthermore, we assume that

3.1 Classical DTW the beginnir_1g of bloclg;,; immediately follows the end

_ _ _ of block §;, i.e.,s;41 = t; + 1. LetS :={s;|i € [1 : I|}
Introducing some notation, we now summarize the clas- and7 := {t;|i e [1: I]}.
sical DTW approach using a slight reformulation. Let  Next, analignment path with jumpwith respect to the
z = (21,...,2n) andy = (y1,...,yn) be the feature  setsS and7 is defined to be a sequenge= (p1,...,pL)
sequences obtained from the score and performance repreith p, = (n,,m,) € Z for £ € [1 : L] satisfying the
sentation, respectively. Furthermore, detenote the local  poundary condition as before. However, this time we mod-
cost measure used to compare two features. Thelotae ify the step condition by requiring that either—p,_; € &
cost matrixC' of dimensionN x M is defined by (as before) or

C(n,m) := c(xn, Ym) 2 my_1=my—1 AN ny_1 €T AN ng€es. (5)



In other words, besides the regular steps, we also permitThen, the alignment path with jumps is computed via back-

jumps in the first coordinate (corresponding to the score) tracking starting with the celln*, M) instead of( IV, M).

from the end of any block (given 1) to the beginning of  Similarly, one can relax the condition that one has to start

any other block (given by), see also Fig. 3. with the first block, see [17] for details. Note that further
We now introduce a modified DTW version, referred to constraints on the jumps can easily be handled by suitably

asJumpDTWthat allows for computing an optimal align-  modifying the sets,, ,,, of predecessor cells. For example,

ment path with jumps. Recall that, in classical DTW, the to restrict the jump possibilities for a given blogk, one

set Z, ,, of possible predecessor cells encodes all cells simply restricts the sef to a suitable subsét’ ¢ T and

from which one can reach the cgl, m) by applying @  then uses,. ,, := Zs. . U {t;m—1)|teT'}nZ).

single step fronk, see (3). The main idea of our modifi- v v

cation is to add further predecessor cells that model possi-

ble jumps between the block boundaries. To this end, we 4. EXPERIMENTS

extend all sets/,, ,,, for n € S by setting To evaluate the usefulness of JumpDTW in a practically
. relevant application, experiments are conducted on the firs
Znm = ZnmU({(tm—1)[teT}NZ). (6) 15 piano sonatas by Beethoven including a total5df
. individual movements. The score data is obtained from
Furthermore, we sef, , := Zn, for all othern ¢ OMR results of a printed sheet music edition, and the per-
[1: N]\S. Intuitively, the additional predecessor cells formances are given as audio CD recordings. Since the
iN Zym \ Zn,m permit jumps from the end of any block to  score data does not include any tempo information, a mean
the beginning of any other block. As in the classical case, tempo is estimated for each movement using the number
one then computes an accumulated cost matrix simply byof bars and the duration of the corresponding performance.
replacing the set&, ,,, by the set<,, ,,, obtaininga matrix =~ For each movement, the score bar sequeris&nown and

D. More precisely, we sefD(l, 1)=C(1,1) and the score block sequengds obtained using block bound-
ary indicators extracted from the score. Note that this may
D(n,m) := C(n,m) + min {f)(z) |z € Zn’m} 7) include block boundary indicators where actually no jump
or repeat occur in the performance. The performance bar
for (n,m) € Z \ {(1,1)}. Note that for a giverin, m) # sequencer is given as ground truth and is used to derive a
(1,1), the setZ,_,, only contains cells of the fornin — ground truth block index sequeng&vith respect tgs. For

1,m) or (k,m — 1) for somek € [1 : N]. In other our test data set, the total number of score blocks appearing
words, Z,, ,,, only contains cells that lie below or to the N the sequences of the 54 movements i242. The total

left of the current cel(n, m) when the axes are chosen as number of score bars 832. Note that, because of re-

in Fig. 3. ThereforeD can still be computed recursivelyin P€ats and jumps, a score block may occur more than once
a column-wise fashion. The matrix entiy( N, M) yields in the performance. Therefore, the total number of blocks
the cost of an optimal alignment path with jumps. As for appearing in the sequence 305 .Wh'Ch corresponds to
the classical case, such an optimal path can then be Congtotal 0f11836 bars being played in the performance. The

- ; : .~ _total duration of the performance amounts1@ minutes.
%ructed based on a simple back tracking algorithm using JumpDTW is performed on the data usifigas de-

From an optimal warping path with jumps one can scribed in Section 3.2. From the resulting warping
derive the underlying sequence of block indides= path with jumps, an output block index sequerte—

’ ) X . (b}, ...b ) is obtained. In the optimal case, this block in-
(b, .. "bG).' by € [ : I].’ g €[l:al in a canonical dex sequenc& would be equal to the ground truth block
way. Starting with f[he first block, one either enters the index sequencé. Table 1 shows the results of comparing
subsequent block via a step fromor enters a different )

block via a iump. For example. in th £ 2.1umD from b’ to b using several different evaluation measures. Each
ockviaa jump. For example, € case ol ajump Irom ., shows the results for different setsisfobtained us-
pe—1 = (tj,m — 1) top, = (s;,m) for somel € [2 : L],

one obtaing — jandb, — i for someg € [2 : G] ing a different JumpDTW variant. Each entry in the table
see also Figg_31for én iIIus%ration Havinggdeterrﬁineé the summarzes the results for &1 movements. The f!rst row,
sequence of.block indicds one cén easily derive the per- taggechoj unps, represents the result; when using classi-
formance sequenceby expanding blocks to bars qal DTW as descrllbed in Sect. 3.1, which serves as bottom
: line in our evaluation. The second row, taggsdpl ai n,
represents the basic JumpDTW algorithm as described in
Section 3.2 including the relaxed boundary condition for
Because of the boundary condition, an alignment path dacapo/fine cases as described in 3.3.
starts atp; = (1,1) and ends ap, = (N, M). There- The numbers plotted in the first six columns are based
fore, the score block sequenkds also restricted to start on a direct comparison of the sequenéésand b and
with the first blockb; = 1 and to end with the last block measure how many blocks (abbreviatedbask) or per-
bg = K. In practice, however, a performance may end formance barskar) match between the two sequences
with a different block. For example, this happens in the (nth), have been erroneously inserted imto(i ns), or
presence of a “dacapo”, where the piece ends at a blockhave been erroneously omitted 8h (ont ) with respect
marked with the keyword “fine.” To account for this pos- to the ground trutib. To this end, we calculate an opti-
sibility, one can easily modify the JumpDTW algorithm. mum alignment between the two block index sequences
Instead of looking at the entrﬁ)(N, M), one simply has using a variant of the edit distance that only allows in-
to determine the index sertions and deletions (but not replacements). To find an
~ alignment between the two block index sequences that is
n* ;= argmin{D(n,M)|n € T}. (8) optimal with respect to the amount of inserted and omit-

3.3 Further DTW Variants



mchblk% (#) insblk% (#/) omtblk% (#) mchbar% (#) insbar% () omt%a#) prf % (#)

nojumps ___ 70.2 (214) 03() 29.8 (91) 74.6 (8831) 0.0(D) 250083 69.8 (8258)
siplain  93.4 (285) 9.2 (28) 6.6 (20) 99.2 (11740) 0.9 (105) o®(  98.5(11661)
s2addspecialstates ~ 93.4 (285) 5.6 (17) 6.6 (20) 99.3 (11759) 0.7 (82) Ty (  98.8(11692)
s3penalize0.5100  94.4 (288) 9.5 (29) 5.6 (17) 99.4 (11767) 0.4 (51) 0.6 (69) 99.1 (11725)

Table 1. Evaluation results for classical DTW and different vatsaof JumpDTW.

j Ok

ted bars (instead of blocks), each block index entry in the
sequences is weighted by the length of the corresponding
score block. Each entry in Table 1 is given as a percent-
age with respect to the total number of blocks/bars in the
performance followed by the absolute number in parenthe-

ses. For example, the entr§.2(214) in the first row and . ' - ‘ ' I '
column means th&t14 blocks oft’ have a matching coun-
terpart inb, which is214 /305 = 70.2% of the total number | i

of blocks inbd. Similarly, the entry74.6(8831) for match- d d
ing bars means that tHd4 matching blocks have a total

length of8831 bars, which is8831,/11836 = 74.6% of the )
total length oft in bars. Figure 4. lllustration of a bar-wise score-performance synchro-
nization. Each performance bay is synchronized to a temporal
A further evaluation measurgi(f ), which is plotted region of a performance with bar center tinhe Furthermore, a

in the last column of Table 1, expresses the alignment ac-mapping¢ can be derived that for a given time positidin the
curacy on the bar-level. This measure is motivated by performance outputs the indéxof the corresponding score bar
the application of visually presenting sheet music that is

linked on a bar-wise level to a given recorded audio perfor-

mance. For this application, we want to measure for hoyv when using JumpDTWs(L pl ai n). Here,93.4% of the
many of the performance bars the alignment computed viay,| s and)9.2% of the bars are matched correctly. In the

JumpDTW is suitably accurate. To this end, the ground gy e ronization-based measuds,5% of the performed
truth block index sequenceis used to create a feature ¢ march the reference synchronization. Even thasgh
sequencer from the score data that matches the repeatsy, s have been erroneously inserted andlocks have
gndjumps qf the performance. Then, thls.feature S€QUENCeen omitted, this amounts to only5 inserted bars and

is synchronized to a feature sequepoebtained from the g4 o itted bars, revealing that the mean length of inserted
performance using classical DTW. From the output warp- 4.4 omitted blocks is only about2 bars

ing path, we derive a bar-wise score-performance Ssynchro-—y . inspection of the results for the individual

n;)zgtllorz tir:;t va%ﬁ)scggf; Ft)i?w:];)-rrir:wa?hc: bfrlfeo?n:gniéergée movements reveals that in many cases an extra block is
P 9 J P ' inserted at the beginning or the end of the sequence to

Fig. 4. Furthermore, this synchronization delivers a map- cover for silence at the beginning or end of the perfor-

Fr:ggpﬁrfo[rorﬁgr]]c: t[éai gg’e‘g’gﬂ tli?mgerl)ggsitwmsdlf(;a%?r;n()f mance. In one case, this even leads to the last block of

the performance, returns an indéxe [1 : K] indi7cating the sequence pemg confused with an incorrect e To

that baros. is plaved at fimed. see also Fia. 4. Since. €ncounter this issue, we extend the JumpDTW algorithm
k 1S play ! g. 4 ', by adding special states to the score representation that

I;ci)r?:: dmvtﬁgﬁldgapeggm’r;ﬂﬁ dszﬂgr? rl;)lglczl? ?r?dne;e::ltlfeﬂ?:-em()del silence at the beginning or end of the performance.
9 9 q The results for this modification are listed in the line la-

b are known to be suitably accurate on a bar-wise level, beleds2_add_speci al _st at es and show slightly im-

tsh?%ﬁr rgﬂ?;ﬁ(%ﬁ%@ﬁ?&ggﬁ;ﬁg%'rll%rdggéflog%?_ theproved numbers. An in-depth analysis of the results shows
y 9 P that this modification solved all of the previously men-

m%nfhee?ﬁzj ' m;b}%kﬁgn]%g?:oﬁ%%ré'nﬁh?ggi;g%gtn'tre_ tioned problems caused by initial or trailing silence in the
sults using)l’0 pThe erformance bar is c)(/)unted as correctl performance. Furthermore, it turned out thao of the
; P Y 82+ 77 = 159 inserted and omitted bars occur in jBsf

= . )
Qﬁ)cr:}ggtilgi ((giét)aae%(ﬁjé )Irl;,thtlf(]:Q t?&?:gf)stir':iegr:; g](;ain?s/n_ the’54 movements. The performance of the first movement
to the same bar,, as in the re’ference synchronizjation Un- of "Sonata 8, Op. 13athetiqué contains extreme tempo
like the mere nukmber of matched bars listed in the cblumn changes with slow sections of roughly BPM (beats per
minute) alternating with fast sections of ab&o0 BPM.

;L‘;?onb%;’t ?2I(?arSsegj?r:etrfgléi/i::rr:tr%r?ig;?i%rr]ltl;?eerer)(;trrlzgl?sr}y-rhls results in a large difference between the estimated
inserted or omitted bars mean tempo of the score and the tempo of th_e slow sec-
’ tions in the performance. The JumpDTW algorithm reacts
From the results using classical DTWdj unps) one by erroneously inserting more or less random blocks to
can see that abot0—75% of the blocks and bars of the cover the unexpectedly slow sections of the performance.
performance are covered by the plain score bar sequenceA different kind of problem occurs in “Sonata 12, Op. 26,
The remaining25-30% are repeats that are omitted in this Andante con variazioni”. Here, the second block is a vari-
sequence. The synchronization-based measure indicateation of the first block that has virtually the same harmonic
a similar result: 69.8% of the center time positions of progression. The JumpDTW erroneously treats this second
the bars in the performance were aligned to the correctblock in the performance as a repeat of the first block in the
bar in the score. These results are improved significantly, score. This behavior is not very surprising considering tha




the content-based comparison of score and performance iporated, as for example tempo directives or jumps and re-
somewhat noisy and for the chroma-based features usedpeats as suggested by the notation, many of the remaining
sections with the same harmonic progression are almostissues and inaccuracies might be solved. Besides this, an-
indistinguishable. In “Sonata 13, Op. 27 No. 1, Andante— other direction of future work may be to incorporate the
Allegro” it is again a significant change in the tempo that case of cadenzas, where the performance contains sections
causes a problem. Here, a repeat of a block (length = that are not written in the score.

bars) of the faster Allegro section is omitted by JumpDTW,

which is provoked by the estimated tempo of the score be- Acknowledgement.This work was supported by the Ger-
ing significantly slower than the tempo of the correspond- man Research Foundation (DFG, CL 64/6-1) and by the
ing section of the performance. For all of the remaining Cluster of Excellence on Multimodal Computing and In-
movements, only blocks of lengthor lower are inserted  teraction at Saarland University. We would like to thank
or omitted. the anonymous reviewers for their very helpful comments

To encounter the problems discussed above, we furtherand suggestions.

extend the JumpDTW approach by introducing a penalty
cost for performing jumps in the warping path that is added

to the accumulated cost. The cost value is séto 2, 1]
with N being the length of the score feature sequence. The
particular formula is motivated by the idea of choosing a
cost value that is close to the cost of matching00-th

of the score to a section of the performance that is not
considered similar. Since in our implementation, we use
normalized chroma features with a cosine measure for the
local cost, a local cost value 6f5 is already considered [3!
not similar. The results for this modification are listed

in the rows3_penal i ze_0. 5.100. A closer analysis
shows that adding the penalty solves the confusion for thel*!
“Andante con Variazioni” and lowers the amount of in-
serted bars for the slow sections of thrRathetiqué&, which

leads to a better overall result. However, the penalty alsol®!
causes degradation for many of the other movements be-
cause short blocks for alternative endings are no longer
skipped. Tuning the penalty cost to higher or lower values [6]
did not improve the situation. An increased penalty led to
an increased amount of erroneously skipped short block
while a decreased penalty no longer solved the confusio
for the two movements discussed above.

(2]

7]

8l
5. CONCLUSIONS

In this paper, we have formally modeled the task of score-[9]
performance synchronization in the presence of structural
differences induced by jumps and repeats. To handle sughy
differences, we introduced a novel DTW variant referred
to as JumpDTW. The results of the experiments presented
in Section 4 show that the JumpDTW approach can sucq;
cessfully align about9% of the bars played in the perfor-
mance on the given test dataset with less th&nof bars [12]
being omitted and less thaf¥ of extra bars being inserted.
This positive result suggests that the approach may be use-
ful for the large-scale automatic alignment of OMR datal*®!
and audio recordings in a digital music library scenario.
Introducing penalty cost for performing jumps did fix 14]
some problems occuring on the test dataset but also caus[eé
additional errors. Further improvements of our approach
are needed in situations where one has large differencet-%]
(more than a factor of two) in the estimated tempo of the
score and the tempo of the actual performance. Also, when
using chroma features, blocks that reveal a similar hart
monic progression are prone to confusion. Here, combina-
tions with other feature types may help to resolve this prob-
lem. Note that, besides the segmentation of the score dath”
into blocks, the JumpDTW approach completely relies on
content-based comparison of notes and acoustic data. If
further structural information from the score can be incor-
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