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ABSTRACT

The problem of extracting singing voice from music recordings has received increasing research interest in recent years. Many proposed decomposition techniques are based on one of the following two strategies. The first approach is to directly decompose a given music recording into one component for the singing voice and one for the accompaniment by exploiting knowledge about specific characteristics of the singing voice. Procedures following the second approach disassemble the recording into a large set of fine-grained components, which are classified and reassembled afterwards to yield the desired source estimates. In this paper, we propose a novel approach that combines the strengths of both strategies. We first apply different audio decomposition techniques in a cascaded fashion to disassemble the music recording into a set of mid-level components. This decomposition is fine enough to model various characteristics of the singing voice, but coarse enough to keep an explicit semantic meaning of the components. These properties allow us to directly reassemble the singing voice and the accompaniment from the components. Our objective and subjective evaluations show that this strategy can compete with state-of-the-art singing voice separation algorithms and yields perceptually appealing results.

Index Terms— Singing voice extraction, audio decomposition, music processing.

1. INTRODUCTION

In recent years a lot of effort has been put into the development of algorithms for extracting singing voice from music recordings. This interest emerged from both scientific curiosity for better understanding the characteristics of human singing [1] as well as the commercial need for such techniques in applications such as music remixing, remastering, and production [2]. There exists a large variety of algorithmic approaches to this problem. Although a classification of singing voice extraction methods into specific categories is difficult, many of them tend to follow either one of two basic strategies, see Figure 1. Approaches employing a direct decomposition strategy aim to decompose a given audio recording directly into one component that contains the singing voice and one that contains the accompaniment. These methods are usually based on some specific characteristic of the singing voice. Examples for such characteristics are the clear and strong harmonic structure of singing voice [3], its spectral sparseness [4], the high variance of singing voice in contrast to the repeating structure of accompanying music [5, 6, 7], the presence of vibrato and glissando in singing voice [8], or the occurrence of specific spectral patterns [9]. Rather than explicitly extracting the singing voice, these decomposition procedures are designed to extract the specific characteristic from a given recording. This usually goes along with extracting large portions of the singing voice. While the resulting decompositions have an explicit semantic meaning, the procedures are usually not designed to also flexibly incorporate knowledge about additional characteristics.

Approaches which follow a disassemble and reassemble strategy first decompose the given music recording into a large set of fine-grained components. Afterwards, all components are classified to belong to either the singing voice or the accompaniment and reassembled accordingly. Common techniques to perform this kind of decomposition are Non-negative Matrix Factorization (NMF) and related formulations [10, 11, 12, 13, 14] or time-frequency decompositions [15]. Although the fine-grained decomposition yields a high degree of flexibility when reassembling the sources, the correct classification of the components constitutes a challenging problem. Depending on the chosen decomposition technique, the components may not even have a semantic interpretation anymore. The classification can either be done in an unsupervised fashion [13, 15], in a supervised way [11, 14, 16], or it can be derived from the decomposition process itself [10, 12, 13].

Combining ideas from both strategies, we propose in this paper a novel approach for singing voice extraction. Inspired by the disassemble and reassemble strategy, a given music signal is first split into a set of components. However, contrary to other procedures following this methodology, we decompose the recording on a coarser granularity level by cascading different direct decomposition procedures, see Figure 1. This yields several advantages. On the one hand, the resulting mid-level components have an explicit semantic meaning, inherited directly from the sequence of applied decomposition procedures. On the other hand, the cascaded decomposition is flexible enough to account for various characteristics of the singing voice.

Fig. 1. Schematic overview of different decomposition strategies. Colors encode sources, shapes depict characteristics.
2. PROPOSED METHOD

In this section we briefly review the decomposition techniques which we use in order to disassemble a given music recording into mid-level components. As shown in Figure 2, we start by applying a harmonic-percussive-residual (HPR) decomposition procedure. The resulting three components are further processed with a fundamental frequency informed melody-residual (MR) decomposition procedure, a transient-residual (TR) decomposition procedure, and a sparse-low rank (SL) decomposition procedure, respectively. Finally, the resulting components are reassembled to form the estimates of the singing voice and the accompaniment.

2.1. Harmonic-Percussive-Residual Decomposition (HPR)

This procedure decomposes an audio signal into a harmonic component that corresponds to horizontal spectral structures, a percussive component that corresponds to vertical spectral structures, and a residual component that captures sounds whose spectral structure is neither clearly horizontal nor vertical. Applied to a music recording with singing voice, the harmonic component usually contains most of the tonal portion of the singing voice as well as of the accompaniment. The percussive component holds sounds like fricatives in the sung lyrics, drum hits, or pronounced instrument onsets. In the residual component, one can often hear strong vibrato passages and sounds resulting from strong formants in the singing voice as well as noise-like instrument sounds as for example the decaying sound of a snare drum or an open hi-hat. For a detailed description and further information about the HPR decomposition method, we refer to [17].

2.2. Melody-Residual Decomposition (MR)

This procedure, initially proposed in [3] as a singing voice extraction technique on its own, is based on the observation that singing voice usually has a clear and strong harmonic structure. Given the fundamental frequency track of the sung melody, the desired source is extracted from a spectrogram of the music recording by considering all time-frequency instances that correspond to the fundamental frequency track or one of its harmonics. This estimate, which may still contain portions of spectrally overlapping sources, is then refined using NMF-based techniques, see [3]. By subtracting the resulting
melody component from the original recording, the accompaniment can be estimated as well. Applied to the harmonic component of the previous decomposition step, the resulting mid-level components hold the harmonic portion of the singing voice and the harmonic portion of the accompaniment, respectively.

2.3. Transient-Residual Decomposition (TR)
Initially designed for the extraction of transient noise from speech signals in [18], the core observation of this decomposition procedure is that transients produced by a specific instrument, like for example a drum, usually occur many times in a given recording. In a spectral representation, these transients are similar to each other while the spectral structure of speech is usually more diverse. Given a spectrogram representation of an audio recording, spectral frames of similar structure are identified as transient candidates, and a prototype transient is computed by averaging over all candidates. This prototype is then subtracted from the spectrogram at the identified transient positions, yielding the spectrogram of the residual component. The transient component is then computed by subtracting the residual component from the original recording. Since a music recording usually contains different kinds of frequently occurring transients, as for example the ones produced by the bass drum, the snare, and the hi-hat, we apply this technique to the percussive component of the HPR decomposition in an iterative fashion. Hereby, we decompose it into one mid-level component that typically holds the instrument transients as well as a second one typically holding fricatives of the singing voice.

2.4. Sparse-Low Rank Decomposition (SL)
This decomposition method, which has been used in the context of singing voice extraction in [4], is based on Robust Principle Component Analysis [19]. This technique splits a given matrix into the sum of two matrices, one being sparse and the other having a low rank. In our cascade, we apply this procedure to the spectrogram of the HPR decomposition’s residual component. In this component, the contained formant and vibrato sounds tend to have a sparse spectral structure. The diffuse instrument sounds usually occur many times in a spectrally similar way and can be represented by a spectrogram having a low rank. Therefore, the sparse-low rank decomposition technique is well-suited to split the residual component of the first decomposition stage into a mid-level component that contains formant and vibrato sounds of the singing voice as well as a second mid-level component that contains diffuse instrument sounds.

3. EVALUATION
We evaluate our proposed procedure in three ways. First, we compare the performance of our approach with state-of-the-art singing voice extraction methods on a standard dataset by means of objective source separation evaluation measures. Then, we discuss the results of a subjective listening experiment, which shows that the singing voice estimates of our procedure have a high perceptual quality. Finally, we also provide an accompanying website for this paper where one can find all audio files used in the objective and subjective evaluation as well as many further audio examples.

3.1. Objective Evaluation
To evaluate our proposed method in an objective way and to compare it to other procedures, we applied it to the well-known dataset of the Signal Separation Evaluation Campaign (SiSEC) [20, 21]. This dataset consists of five pop music multitrack recordings. For algorithms that participated in previous rounds of the campaign, separation results along with objective evaluation measures are available online at [20]. The reported evaluation measures were computed using the Perceptual Evaluation methods for Audio Source Separation toolkit (PEASS) [22] and consist of the Signal to Distortion Ratio (SDR), the source Image to Spatial distortion Ratio (ISR), the Signal to Interference Ratio (SIR), the Signal to Artifacts Ratio (SAR), the Overall Perceptual Score (OPS), the Target-related Perceptual Score (TPS), the Interference-related Perceptual Score (IPS), and the Artifacts-related Perceptual Score (APS). To examine the influence of the fundamental frequency track that is needed for the MR decomposition step (see Section 2.2), we applied our cascaded decomposition procedure to all recordings in the dataset twice: Once “informed” (CD-I) with a manually annotated fundamental frequency track, and once “blind” (CD-B) with a track automatically extracted using the MELODIA vamp plug-in [23]. Table 1 shows the computed evaluation measures for our singing voice estimates together with those of several state-of-the-art singing voice extraction algorithms. The measures for the oracle ideal binary mask (IBM), the REpeating Pattern Extraction Technique (REPET) [5], as well as the Voiced+Unvoiced Instantaneous Mixture Model technique (VUIMM) [10] were taken directly from [20]. The results for the Sparse-Low rank decomposition (SL) were computed by ourselves. REPET and SL are representatives of direct decomposition approaches, while VUIMM employs a disassemble and reassemble strategy. The first observation is that our proposed procedure yields evaluation measures in the same order of magnitude as REPET and VUIMM. The IBM can be seen as an upper limit for separation quality when using binary masking. The performance of SL which is also part of our decomposition cascade, falls slightly behind. This indicates that our proposed approach can actually improve on the separation performance of its individual decomposition procedures. Finally, we can observe that using a manually annotated fundamental frequency track goes along with slight improvements of the objective evaluation measures.

3.2. Listening Experiment
In order to analyze the subjective quality of the singing voice extracted by our procedure, we conducted a listening experiment. In order to be able to compare objective and subjective evaluation results, we considered the same procedures and the same dataset as in the objective evaluation. For each of the five recordings, the mixture of all sources as well as the separate singing voice, which consti-
The subjective evaluation gives various insights. First, one can observe that VUIMM was rated rather low for all five recordings. Listening to the respective estimates reveals that here, although the accompaniment is usually suppressed well, the singing voice often has an unnatural, synthetic sound. This demonstrates that the reassembling of the singing voice from fine-grained components is a very difficult task. Also SL falls behind the remaining procedures. It shows that the direct decomposition of a recording into a sparse and a low rank component leaves the sparse singing voice estimate with a lot of musical noise which is reflected in the rating. In comparison to these two procedures, the singing voice estimates of CD-I, CD-B, and REPET are perceived to have a clearly better quality for recordings #1 and #2. For recording #3, CD-I and CD-B demonstrate the benefit of not focusing on a single characteristic of singing voice. Here, REPET’s assumption of repeating patterns in the accompaniment is not satisfied which leads to many accompaniment residues in the singing voice estimate and therefore to lower ratings. CD-I and CD-B do not rely on a specific musical structure and therefore receive good ratings for this recording as well. For recording #4, rapped lyrics over a looped beat, REPET excels all other approaches since its assumption of a repeating accompaniment is met perfectly. The decomposition cascade of CD-I and CD-B was however not optimized to capture the spoken “non-singing voice” in rap music. In particular the MR decomposition fails and yields meaningless decomposition results what explains the lower ratings. Looking at the results for recording #5, the first observation is that here even IBM receives rather low ratings. This indicates that the extraction of the singing voice from recording #5 can be considered difficult. However, while CD-I and CD-B were rated similarly for recordings #1 to #4, CD-I performs much better than all other procedures on this recording, even being close to IBM. It turns out that for this recording the blindly estimated fundamental frequency track has an octave error. Therefore, in the MR decomposition step only every second harmonic of the singing voice is extracted which leads to a thin sound of the singing voice estimate of CD-B. However, octave errors can be corrected easily by manual inspection. This example shows that it is possible to stabilize the performance of our procedure, even for difficult recordings, with very little user interaction.

3.3. Accompanying Website

The objective and subjective evaluation showed that our proposed method yields good estimates of the singing voice for the pop music recordings of the SiSEC dataset. One of the advantages of this method lies in its flexibility in the sense that, contrary to approaches like REPET, it does not make strong assumptions about the accompanying music material. To demonstrate that our procedure works on a wide range of musical styles, including genres like classical opera music, romantic piano music with singing, or even metal, we prepared an accompanying website for this paper at [24]. On this website, one can find many illustrative audio examples of decomposition results of our procedure along with the results of the intermediate decomposition steps.

4. CONCLUSION AND FUTURE WORK

In this paper, we have shown how different direct decomposition techniques can be cascaded to disassemble a given music recording into a set of semantically interpretable mid-level components. These components can be easily reassembled to yield estimates of the singing voice and the accompaniment in the recording. Objective and subjective evaluation on a standard dataset suggest that this approach yields singing voice estimates which are comparable to state-of-the-art methods. Furthermore, to demonstrate that our procedure works for a large variety of musical styles and genres going beyond the tested dataset, we also provide an accompanying website with additional audio material. In future work, we will investigate how further decomposition procedures, like for example center channel extraction methods [25], can be incorporated into our proposed cascade to further improve the quality of the extracted singing voice.
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