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Abstract—In this letter, we derive an expression for the expected incoherent noise reduction factor of a spherical harmonic domain (SHD) tradeoff beamformer. The tradeoff beamformer attempts to reduce noise while minimizing speech distortion, and includes the minimum variance distortionless response (MVDR) and multichannel Wiener filters as special cases. For the open spherical microphone array, we find a number of analogies between the expressions for the expected noise reduction factor of the SHD and spatial domain MVDR beamformers. In an anechoic environment we find that the performance of the SHD MVDR beamformer with an open array depends almost entirely on the number of microphones, as in the spatial domain.

Index Terms—Beamforming, incoherent noise reduction, minimum variance distortionless response (MVDR), Wiener.

I. INTRODUCTION

In distant speech acquisition scenarios, such as hands-free telephony, the captured speech is corrupted by noise and reverberation, thereby impairing its intelligibility. A common way of alleviating this problem is the use of microphone arrays combined with spatio-temporal filters, often called beamformers, which seek to attenuate noise while preserving the desired speech.

Beamforming techniques have been extensively studied for linear microphone arrays (see [1] and the references therein). More recently, spherical microphone arrays have been proposed to analyze the sound field in three dimensions [2], [3]. The sound field captured by these arrays can be efficiently represented and processed in the spherical harmonic domain (SHD). Spatial domain beamformers filter the signals received at each microphone; similarly SHD beamformers filter eigenbeams, which are obtained by applying the spherical Fourier transform to the spatial domain signals. An optimal SHD beamformer that provides control of performance measures such as sidelobe level and white noise gain was recently proposed in [4].

In this letter, we analyze the incoherent noise reduction performance of a previously proposed SHD tradeoff beamformer [5]. This beamformer achieves a balance between noise reduction and speech distortion, controlled by a tradeoff parameter. For specific choices of this parameter, SHD equivalents of the well-known minimum variance distortionless response (MVDR) and multichannel Wiener filters are obtained.

Knowledge of the noise reduction performance of the tradeoff beamformer as a function of various parameters such as the input signal to noise ratio, tradeoff parameter, array type and radius allow us to appropriately choose these parameters in order to achieve a certain level of noise reduction. In addition, we show that under certain circumstances, the expressions obtained for the performance of the SHD MVDR beamformer converge to expressions previously derived for the spatial domain MVDR beamformer.

II. SIGNAL MODELS AND TRADEOFF BEAMFORMER

A. Spatial and Spherical Harmonic Domain Signal Models

We consider a conventional short-time Fourier transform (STFT) domain signal model in which a spherical microphone array captures \( Q \) noisy signals \( P(k, r_q) \) at a discrete frequency index \( k \) and microphone positions \( r_q = (r, \Omega_q) \) (in spherical coordinates), where \( r \) is the radius of the sphere. The \( q \)th received signal, \( P(k, r_q) \), consists of a convolved speech signal \( X(k, r_q) \) and a noise signal \( V(k, r_q) \):

\[
P(k, r_q) = G(k, r_q) S(k) + V(k, r_q)
\]

\( = X(k, r_q) + V(k, r_q), \quad q \in \{1, \ldots, Q\} \) (1)

where \( G(k, r_q) \) is the acoustic transfer function from the speech source \( S(k) \) to the microphone at position \( r_q \), and is assumed to be time-invariant. For brevity, the dependency on the time frame index is omitted.

The received speech signals \( X(k, r_q) \) and the received noise signals \( V(k, r_q) \) are assumed to be uncorrelated. The received speech signals originate from a single source and are therefore, by definition, coherent across the array.

When dealing with spherical microphone arrays, it is convenient to work in the SHD. The spherical Fourier transform \( F_{im}(k) \) of a spatial domain signal \( F(k, r_q) \) involves an integral over all angles, however it can be approximated for a discretely sampled sound field using the expression [3]

\[
F_{im}(k) \approx \sum_{q=1}^{Q} c_q f(k, r_q) Y_{im}(\Omega_q),
\]

where \( Y_{im} \) is the spherical harmonic of order \( l \) and degree \( m \), and \( (\cdot)^* \) denotes the complex conjugate. The spherical Fourier transform coefficient \( F_{im}(k) \) for all values of \( k \) is often called the eigenbeam of order \( l \) and degree \( m \), as the spherical harmonics are the eigensolutions of the acoustic wave equation in spherical
coordinates. The weights are chosen such that the approximation in (2) is as accurate as possible [3]; with a sufficient number of microphones and appropriate positioning, the approximation error involved can be eliminated entirely. In this letter, we choose which is suitable for equidistant microphones.

We can now express our signal model in the SHD as

\[ P_{lm}(k) = G_{lm}(k)S(k) + V_{lm}(k) = X_{lm}(k) + V_{lm}(k) \]  

where \( P_{lm}(k) \), \( G_{lm}(k) \), \( X_{lm}(k) \) and \( V_{lm}(k) \) respectively denote the SHD representations of \( P(k, r_q) \), \( G(k, r_q) \), \( X(k, r_q) \) and \( V(k, r_q) \).

The SHD signals \( P_{lm}(k) \), \( G_{lm}(k) \), \( X_{lm}(k) \) and \( V_{lm}(k) \) are dependent on the mode strength \( B_l(k) \) [3], [6], which is a function of the array properties (configuration, microphone type, radius). Mode strength expressions for various configurations (open, rigid, dual-sphere, etc.) can be found in [6]. To cancel the dependence on the array properties, we divide our eigenbeams by the mode strength to yield mode strength compensated signals:

\[ \tilde{P}_{lm}(k) = \frac{1}{\sqrt{4\pi B_l(k)}} P_{lm}(k) \]

where \( \tilde{P}_{lm}(k) \), \( \tilde{G}_{lm}(k) \), \( \tilde{X}_{lm}(k) \) and \( \tilde{V}_{lm}(k) \) respectively denote the signals \( P_{lm}(k) \), \( G_{lm}(k) \), \( X_{lm}(k) \) and \( V_{lm}(k) \) after mode strength compensation. With the addition of the scaling factor \( \sqrt{4\pi} \), the zero order eigenbeam \( \tilde{X}_{00}(k) \) is equal to the speech signal which would be received by an omnidirectional microphone placed at the center of the sphere, i.e., at a position \( r_q = 0 \). Hence \( \tilde{X}_{00}(k) \) will hereafter be referred to as the omnidirectional speech signal.

As \( X(k, r_q) \) and \( V(k, r_q) \) are uncorrelated and the STFT, spherical Fourier transform and division by the mode strength are linear operations, \( \tilde{X}_{lm}(k) \) and \( \tilde{V}_{lm}(k) \) are also uncorrelated. It can be shown that as the spatial domain signals \( X(k, r_q) \) are coherent across \( r_q \), the eigenbeams \( \tilde{X}_{lm}(k) \) are also coherent across \( l \) and \( m \).

### B. Tradeoff Beamformer

In this work, our desired signal is chosen to be \( \tilde{X}_{00}(k) \), the omnidirectional speech signal. For convenience, we rewrite the SHD signals in a vector notation, where each of the vectors has length \( N = (L+1)^2 \), the total number of eigenbeams up to order \( L \):

\[ \vec{p}(k) = \tilde{P}_{00}(k)S(k) + \vec{v}(k) \]

\[ = \vec{x}(k) + \vec{v}(k) \]

\[ = \vec{d}(k)\tilde{X}_{00}(k) + \vec{v}(k). \]  

\[ \vec{d}(k) = \begin{bmatrix} G_{11}(k) & G_{12}(k) & \cdots & G_{L1}(k) \\ G_{12}(k) & G_{22}(k) & \cdots & G_{L2}(k) \\ \vdots & \vdots & \ddots & \vdots \\ G_{1L}(k) & G_{2L}(k) & \cdots & G_{LL}(k) \end{bmatrix} \]  

\[ \vec{v}(k) = \begin{bmatrix} V_{00}(k) \\ V_{01}(k) \\ \vdots \\ V_{L0}(k) \end{bmatrix} \]

where \( \vec{x}(k), \vec{g}(k), \vec{v}(k) \) and \( \vec{d}(k) \) are defined similarly to \( \vec{p}(k) \).

The eigenbeams \( \vec{X}_{lm}(k) \) are coherent, therefore the signal vector \( \vec{x}(k) \) can also be written as \( \vec{x}(k) = \gamma_{x\tilde{X}_{00}}(k)\vec{X}_{00}(k) \), where

\[ \gamma_{x\tilde{X}_{00}}(k) = \frac{E[\vec{x}(k)\vec{X}_{00}^*(k)]}{E[\vec{X}_{00}(k)^2]} \]

is the partially normalized [with respect to \( \vec{X}_{00}(k) \)] coherence vector between \( \vec{x}(k) \) and \( \vec{X}_{00}(k) \) and \( E[ \cdot ] \) denotes mathematical expectation. Using (8), (5) can be expressed as

\[ \vec{p}(k) = \gamma_{x\tilde{X}_{00}}(k)\tilde{X}_{00}(k) + \vec{v}(k). \]

As \( \vec{p}(k) \) is the sum of two uncorrelated components \( \vec{x}(k) \) and \( \vec{v}(k) \), the correlation matrix of \( \vec{p}(k) \) is given by

\[ \Phi_p(k) = E[\vec{p}(k)\vec{p}^H(k)] = \Phi_{\vec{x}}(k) + \Phi_{\vec{v}}(k), \]

where \( \Phi_{\vec{x}}(k) = \gamma_{x\tilde{X}_{00}}(k)\gamma_{x\tilde{X}_{00}}^H(k) \) and \( \Phi_{\vec{v}}(k) = E[\vec{v}(k)\vec{v}^H(k)] \) are respectively the covariance matrices of \( \vec{x}(k) \) and \( \vec{v}(k) \), \( \gamma_{x\tilde{X}_{00}}(k) = E[ \vec{X}_{00}(k)^* ] \) is the variance of \( \tilde{X}_{00}(k) \), and \( \cdot^H \) denotes the Hermitian transpose.

The beamformer’s output is obtained by applying a complex weight to each eigenbeam, and summing across all eigenbeams:

\[ Z(k) = h^H(k)\vec{p}(k) = h^H(k)\vec{x}(k) + h^H(k)\vec{v}(k) \]

\[ = \tilde{X}_{00}(k) + \tilde{V}_{00}(k) \]

where \( \tilde{X}_{00}(k) = h^H(k)\vec{x}(k) = h^H(k)\gamma_{x\tilde{X}_{00}}(k)\tilde{X}_{00}(k) \) is the filtered desired signal and \( \tilde{V}_{00}(k) = h^H(k)\vec{v}(k) \) is the residual noise.

We design a tradeoff beamformer which seeks to minimize the speech distortion while maximizing the noise reduction according to the following optimization criteria [5]:

\[ \min_{h(k)} h^H(k)\gamma_{x\tilde{X}_{00}}(k)^{-1}h(k) \quad \text{s.t.} \quad h^H(k)\Phi_{\vec{v}}(k)h(k) = \beta \phi_{\vec{v}}(k), \]

where \( \phi_{\vec{x}}(k) = E[\vec{X}_{00}(k)^*] \), and \( 0 < \beta < 1 \) ensures that we get some noise reduction. Using a Lagrange multiplier, \( \mu \geq 0 \), to adjoin the constraint to the cost function, we deduce the tradeoff filter [5]:

\[ h_{\mu}(k) = \frac{\phi_{\vec{x}}(k)\Phi_{\vec{v}}^{-1}(k)\gamma_{x\tilde{X}_{00}}(k)}{\mu + \phi_{\vec{x}}(k)\gamma_{x\tilde{X}_{00}}^H(k)\Phi_{\vec{v}}^{-1}(k)\gamma_{x\tilde{X}_{00}}(k)}, \]

where \( \mu \geq 0 \) is the tradeoff parameter. Increasing the value of \( \mu \) increases noise reduction at the expense of higher speech distortion. It has been shown [7] that for \( \mu = 0 \), this corresponds to the MVDR beamformer, while for \( \mu = 1 \), this corresponds to the multichannel Wiener filter.

### III. Noise Reduction Performance

In this study, we assume spatially incoherent noise (e.g., sensor noise) of equal power \( \phi_{\vec{v}}(k) \) at each of the \( Q \) microphones:

\[ \phi_{\vec{v}}(k) = Q[|V(k, r_q)|^2], \quad q = 1, \ldots, Q. \]

Using [8, eqn 7.31], it can be shown that the power of the noise eigenbeams \( \phi_{\vec{v}_{lm}}(k) \) is related to the noise power \( \phi_{\vec{v}}(k) \) at the microphones via the expression

\[ \phi_{\vec{v}_{lm}}(k) = E[\tilde{V}_{lm}(k)^2] = \frac{\phi_{\vec{v}}(k)}{Q|B_l(kr)|^2}, \]
and that the noise eigenbeams are incoherent over \( l \) and \( m \). The noise eigenbeam covariance \( \Phi_{n}(k) \) is therefore a diagonal matrix given by

\[
\Phi_{n}(k) = \text{diag}\{\phi_{n}(k), \phi_{n}(k), \ldots, \phi_{n}(k)\}. \tag{15}
\]

The power of the residual noise at the beamformer’s output is given by \( \phi_{n}(k) = E|\hat{\Phi}_{n}(k)|^2 \).

We measure the noise reduction performance of our beamformer using the noise reduction factor \( \xi_{\text{nr}} \), which is defined here as the ratio of the power of the noise at the microphones over the power of the residual noise \( \phi_{n}(k) \):

\[
\xi_{\text{nr}}[h(k)] = \frac{\phi_{n}(k)}{\phi_{n}(k)} = \frac{\phi_{n}(k)}{\Phi_{n}(k) \Phi_{n}(k)} h(\cdot). \tag{16a}
\]

It should be noted that part of this noise reduction is obtained from the combination of the spatial domain signals via the spherical Fourier transform and mode strength compensation [providing a noise reduction factor of \( \phi_{n}(k)/\phi_{n}(k) = Q|B_{l}(k_r)|^2 \)], and the remainder is obtained from the beamformer itself [providing a noise reduction factor of \( \phi_{n}(k)/\phi_{n}(k) \)].

**A. Tradeoff Beamformer**

By substituting (12) into (16a), we find the noise reduction factor \( \xi_{\text{nr}}[h_{\text{L},\mu}(k)] \) for the tradeoff beamformer:

\[
\xi_{\text{nr}}[h_{\text{L},\mu}(k)] = \frac{\phi_{n}(k)}{\Phi_{\mu}(k) \Phi_{\mu}(k)} h_{\text{L},\mu}(\cdot). \tag{17a}
\]

We are interested in tradeoff beamformers which do not amplify the noise, i.e., beamformers for which the noise reduction factor is at least \( Q B_{l}(k_r)|^2 \).

**Reverberant environment**: Assuming the coherence vector \( \gamma_{X,\mu}(k) \) is perfectly estimated, \( \gamma_{X,\mu}(k) = \text{d}(k) \). Substituting (14) and (15) in (18a), and using (1), we then find

\[
\lambda(k) = \frac{\phi_{n}(k)}{\Phi_{\mu}(k) \Phi_{\mu}(k)} = \text{tr}\left[\frac{\Phi_{\mu}(k) \Phi_{\mu}(k)}{\Phi_{\mu}(k) \Phi_{\mu}(k)}\right]. \tag{18a}
\]

**Property 3.1**: The noise reduction factor of the tradeoff beamformer is an increasing function of the parameter \( \mu \).

**Property 3.2**: For all \( \mu > 0 \), the noise reduction factor of the tradeoff beamformer is a decreasing function of the subband input SNR.

**Anechoic environment**: Assuming plane wave incidence from a direction \( \Omega_{0} \), the mode strength compensated SHD acoustic transfer functions are given by [3]

\[
\tilde{G}_{lm}(k) = Y_{lm}^{*}(\Omega_{0}). \tag{23}
\]

Using (19), the \textit{a priori} multichannel SNR in (21a) can then be expressed as

\[
\lambda(k) = \frac{|\text{SNR}(k)| Q}{\sum_{l=0}^{\infty} B_{l}(k_{r})^2 Y_{lm}^{*}(\Omega_{0})^2}. \tag{24}
\]

**Property 3.3**: For all \( \mu > 0 \), the noise reduction factor of the tradeoff beamformer is a decreasing function of the subband input SNR.

**B. MVDR Beamformer**

In the special case of the MVDR beamformer, \( h_{\text{MVDR}} = h_{\text{T},0} \). The noise reduction factor in (20) then simplifies to

\[
\xi_{\text{nr}}[h_{\text{MVDR}}(k)] = \frac{\lambda(k)}{\text{SNR}(k)}. \tag{27}
\]

From (21b) and (27) it can be seen that the noise reduction factor of the MVDR beamformer is independent of the subband input SNR, and is, as one would expect, proportional to the number of microphones \( Q \) and an increasing function of the array order \( L \).
Reverberant environment: Using (21b), (27) and Parseval’s relation in the SHD [3] \( \sum_{n=0}^{\infty} \sum_{m=-1}^{1} (G_{nm}(k))^{2} = \sum_{n=0}^{L} \sum_{m=-\mu}^{\mu} |H_{\mu}(k)|^{2} \) with \( n_{Q} = 4\pi / Q \), we find that as \( L \to \infty \), the noise reduction factor converges to
\[
\lim_{L \to \infty} \xi_{\mu}(k) [h_{MVDR}(k)] = \sum_{q=1}^{Q} \frac{G(k, r_{q})}{\sqrt{G(k, 0)}}^{2},
\]
which can be compared to the expression for a spatial domain MVDR beamformer derived in [11, eqn 43]
\[
\xi_{\mu}(k) [h_{MVDR}(k)] = \sum_{q=1}^{Q} \frac{G(k, r_{q})}{G(k, 0)}^{2},
\]
where the desired signal is the signal received at microphone \( q = 1 \), instead of the signal received at an omnidirectional microphone at the center of the sphere \( r_{0} = 0 \).

Anechoic environment: Using (25), the noise reduction factor of the MVDR beamformer is given by
\[
\xi_{\mu}(k) [h_{MVDR}(k)] = Q \sum_{l=0}^{L} |B_{l}(kr)|^{2} (2l+1).
\]
For an open sphere, using (26), as \( L \to \infty \) the noise reduction factor converges to the simple expression
\[
\lim_{L \to \infty} \xi_{\mu}(k) [h_{MVDR}(k)] = Q,
\]
which is the well-known result for the maximum incoherent noise reduction achievable without speech distortion using \( Q \) omnidirectional microphones [12, p. 66]. For a finite \( L \) and an open sphere \( \xi_{\mu}(k) [h_{MVDR}(k)] < Q \), however \( \sum_{l=0}^{L} |B_{l}(kr)|^{2} (2l+1) \) converges relatively quickly to 1.

IV. SIMULATION RESULTS

We evaluated the noise reduction performance of a third order tradeoff beamformer in an anechoic environment. We simulated a rigid and an open spherical array of radius 4.2 cm with \( Q = 32 \) microphones. The source signal consisted of 60 s of male and female speech. The noise signals consisted of spatially white noise with a fullband input signal to noise ratio of 0 dB at the microphone closest to the source. The noise power was set based on active speech levels, computed according to ITU-T Rec. P. 56. Processing was performed in the STFT domain at a sampling frequency of 12 kHz. The source and noise statistics were estimated based on the signal vectors, in order to neglect the influence of a voice activity detector, and were averaged across the entire signal length.

In Fig. 1, we plot the simulated noise reduction factor of the tradeoff beamformer as a function of frequency for various values of \( \mu \) and for both an open and rigid array. In addition, we plot the theoretical results given by (20) and (25).

We find that the theoretical expressions accurately predict the beamformer’s performance, except at 4.1 kHz, where one of the disadvantages of the open sphere configuration is revealed: the open sphere mode strength contains sharp nulls at certain frequencies, and the open configuration therefore suffers from poor robustness [3]. The performance of the rigid array is generally higher than that of the open array, most particularly for \( \mu = 0 \) where an improvement of approximately 2 dB is obtained in the 3–4 kHz range.

In this example, iSNR\((k)\) is high at low frequencies, where most of the speech energy is concentrated. As predicted, the noise reduction is independent of the subband input SNR iSNR\((k)\) for \( \mu = 0 \) and decreases with iSNR\((k)\) for all \( \mu > 0 \).

V. CONCLUSION

In this letter, we analyzed the expected incoherent noise reduction performance of a spherical harmonic domain tradeoff beamformer, and showed that it is an increasing function of the number of microphones and array order. We also made analogies between the spherical harmonic domain and spatial domain MVDR beamformers. Finally we performed simulations, the results of which closely match those obtained from the expressions derived in this letter.
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