Late Reverberant Spectral Variance Estimation
Based on a Statistical Model

Emanuël A. P. Habets, Member, IEEE, Sharon Gannot, Senior Member, IEEE, and Israel Cohen, Senior Member, IEEE

Abstract—In speech communication systems the received microphone signals are degraded by room reverberation and ambient noise that decrease the fidelity and intelligibility of the desired speaker. Reverberant speech can be separated into two components, viz. early speech and late reverberant speech. Recently, various algorithms have been developed to suppress late reverberant speech. One of the main challenges is to develop an estimator for the so-called late reverberant spectral variance (LRSV) which is required by most of these algorithms. In this letter a statistical reverberation model is proposed that takes the energy contribution of the direct-path into account. This model is then used to derive a more general LRSV estimator, which in a particular case reduces to an existing LRSV estimator. Experimental results show that the developed estimator is advantageous in case the source-microphone distance is smaller than the critical distance.

Index Terms—Reverberation suppression, speech enhancement, statistical room acoustics.

I. INTRODUCTION

ACoustic signals radiated within a room are linearly distorted by reflections from walls and other objects. This type of distortion is commonly known as reverberation and degrades the fidelity and intelligibility of speech, and the recognition performance of automatic speech recognition systems. In general, the degradation increases when the distance between the source and the microphone increases. One important effect of reverberation on speech is the lengthening of speech phonemes, which is caused by late reflections. Consequently, reverberation of one phoneme overlaps subsequent phonemes. Evidence has been found that this phenomenon, which is referred to as overlap-masking, decreases speech intelligibility [1].

Most reverberation suppression methods are designed to suppress late reverberation or in other words to estimate the early speech component and assume that the early and late reverberant speech component are mutually independent. The suppression is commonly carried out in the short-time Fourier transform (STFT) domain using so-called spectral enhancement methods.

In order to perform spectral enhancement an estimate of the short-term power spectral density (or in the context of statistical spectral enhancement methods, spectral variance) of the late reverberant speech component is required. Hence, the main challenge is to estimate the spectral variance of the late reverberant speech component from the reverberant microphone signal. In the last decade several late reverberant spectral variance (LRSV) estimators have been developed [2]–[4]. Most LRSV estimators are based on statistical reverberation models that are formulated in the time domain.

The LRSV estimator developed in [2] is derived under the implicit assumption that the source-microphone distance is larger than the critical distance (i.e., the distance at which the direct-path energy and the reverberant energy are equal). When the source-microphone distance is smaller than the critical distance this LRSV estimator significantly overestimates the LRSV, as will be shown later. In this contribution we propose a statistical reverberation model in the STFT domain that takes into account the energy contribution of the direct-path and reverberation. A degenerated version of this model was recently presented in [5]. Subsequently, the proposed model is used to derive a novel LRSV estimator.

The letter is organized as follows: In Section II the problem is formulated. In Section III we propose a statistical reverberation model in the STFT domain. This model is used in Section IV to derive an estimator for the LRSV. The performance of the developed estimator is evaluated in Section V. Finally, conclusions are provided in Section VI.

II. PROBLEM FORMULATION

The reverberant signal results from the convolution of the anechoic speech signal $s(n)$ and a causal AIR $h(n)$. Here we assume that the AIR is time-invariant and that its length is infinite. The reverberant speech signal at discrete-time $n$ can be written as

$$z(n) = \sum_{n'=-\infty}^{\infty} h(n') s(n - n').$$

In the STFT domain the signal $s(n)$ is given by

$$S(\ell, k) = \sum_{n=-\infty}^{\infty} s(n) \tilde{y}(n - \ell R) e^{-j2\pi N k (n - \ell R)}$$

where $\ell$ is the frame index, $k$ is the frequency band index, $R$ is the discrete time shift, and $\tilde{y}(m)$ denotes the analysis window of length $N$. Subsequently we can express $z(n)$ in the STFT domain as

$$Z(\ell, k) = \sum_{\ell'=0}^{N-1} \sum_{k'=0}^{\infty} H(\ell', k; k') S(\ell - \ell', k')$$
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where \( k \) and \( k' \) denote the band and cross-band frequency bin indices, respectively. The STFT response \( H(\ell', k, k') \) is related to the impulse response \( h(n) \) by

\[
H(\ell', k, k') = [h(n) * \vartheta(n, k, k')]_{n=-\ell'}^{\ell'}
\]

(4)

where * denotes convolution with respect to \( n \). The function \( \vartheta(n, k, k') \) is related to the analysis window \( \hat{\vartheta}(m) \) and the synthesis window \( \hat{\varpsi}(m) \) of length \( N \) by

\[
\vartheta(n, k, k') = e^{j2\pi/Nk'}n \sum_{n'=0}^{\infty} \hat{\vartheta}(n')\hat{\varpsi}(n' + n)e^{-j2\pi/Nk(k-k')}.
\]

(5)

To simplify the following discussion, and without loss of generality, it is assumed that the direct sound arrives at time instance \( n \). Since our objective is to suppress late reverberation we split the AIR into two components such that

\[
H(\ell, k, k') = \begin{cases} H_e(\ell, k, k') & \text{for } 0 \leq \ell < N_e; \\ H_r(\ell, k, k') & \text{for } N_e \leq \ell \leq \infty; \\ 0, & \text{otherwise} \end{cases}
\]

(6)

where \( H_e(\ell, k, k') \) models the direct path and a few early reflections and \( H_r(\ell, k, k') \) models all later reflections. The parameter \( N_e \) defines which portion of the AIR is considered as late reverberation. Specifically, it is the time (measured with respect to the arrival time of the direct sound) at which we assume that the late reverberation starts.

Using (6) we can write the reverberant signal \( Z(\ell, k) \) as

\[
Z(\ell, k) = Z_e(\ell, k) + Z_r(\ell, k)
\]

(7)

where

\[
Z_e(\ell, k) = \sum_{\ell' = 0}^{N_e - 1} \sum_{k' = 0}^{N_e} H(\ell', k, k') S(\ell - \ell', k')
\]

(8)

denotes the early spectral speech component and

\[
Z_r(\ell, k) = \sum_{\ell' = N_e}^{\infty} \sum_{k' = 0}^{N_e} H(\ell', k, k') S(\ell - \ell', k')
\]

(9)

denotes the late reverberant spectral speech component.

An estimate of \( Z_e(\ell, k) \) can be obtained using spectral enhancement methods given the LRSV \( \lambda_e(\ell, k) = \mathbb{E}\{Z_e(\ell, k)^2\} \), where \( \mathbb{E}\{\cdot\} \) denotes the mathematical expectation. Ideally, we would require \( H(\ell, k, k') \) to estimate \( \lambda_e(\ell, k) \). In practice \( H(\ell, k, k') \) is not a priori known and blindly estimating \( H(\ell, k, k') \) remains a difficult task. In order to avoid the need of estimating \( H(\ell, k, k') \) our objective is to derive a direct estimator for \( \lambda_e(\ell, k) \). In Section III we propose a statistical model for \( H(\ell, k, k') \) that depends on a small parameter set. In Section IV an estimator for \( \lambda_e(\ell, k) \) is derived using this statistical model.

III. STATISTICAL REVERBERATION MODEL

Two commonly used statistical reverberation models are proposed by Schroeder [7] and Polack [8]. Schroeder derived several statistical properties of the acoustic transfer function, while Polack described the AIR as one-realization of a zero-mean Gaussian random sequence multiplied by an exponentially decaying function. In [9] Jot et al. showed that both models can be combined in the time-frequency domain. The combined model is valid after a certain mixing-time and above the Schroeder frequency, which is defined as the crossover frequency that marks the transition from well-separated to overlapping normal modes.

It is important to notice that both models only describe the reverberant part of the response. Polack’s model was used in [2] to derive an LRSV estimator. Consequently, the estimator does not take the energy contribution of the direct sound into account. In case the direct sound becomes dominant the LRSV will be overestimated, as will be shown later. Here we propose a statistical model for the band-to-band filters \( (k' = k) \) in the STFT domain that does take the direct path into account: \(^1\)

\[
H(\ell, k) = \begin{cases} 1 & \text{for } \ell = 0; \\ B_0(\ell) e^{-\alpha(k)\ell}, & \text{for } \ell \geq 1 \end{cases}
\]

(10)

where \( \alpha(k) \) denotes the decay rate that is related to the reverberation time, and \( B_0(k) \) and \( B_0(k) \) are zero-mean mutually independent and identically distributed (i.i.d.) Gaussian random variables. Accordingly, we have

1. \( \mathbb{E}\{H(\ell_1, k_1)H^*(\ell_2, k_2)\} = 0 \) for \( \ell_1 \neq \ell_2 \) and \( \forall k_1, k_2 \).
2. \( \mathbb{E}\{H(\ell, k_1)H^*(\ell, k_2)\} = 0 \) for \( k_1 \neq k_2 \) and \( \forall \ell \),

where \( (\cdot)^* \) denotes complex conjugation. It is extremely interesting to note that different realization of \( H(\ell, k) \) can be interpreted as different observation at different source and/or microphone positions in the enclosure.

Let us define \( \beta_0(\ell) = \mathbb{E}\{|B_0(k)|^2\} \) and \( \beta_0(\ell) = \mathbb{E}\{|B_0(k)|^2\} \). Now we can calculate the spectral variance (also known as spectral envelope) in the STFT domain

\[
\lambda_0(\ell, k) = \mathbb{E}\{\lambda(\ell, k)^2\} = \begin{cases} \beta_0(\ell), & \text{for } \ell = 0; \\ \beta_0(\ell) e^{-2\alpha(k)\ell R}, & \text{for } \ell \geq 1 \end{cases}
\]

(11)

where \( \alpha(k) \) is linked to the frequency dependent reverberation time \( T_{00}(k) \) through

\[
\alpha(k) \triangleq \frac{3 \log_{10}(10)}{T_{00}(k) f_s}
\]

(12)

where \( f_s \) denotes the sampling frequency in Hz.

According to the proposed model the energy of the direct-path is given by \( \beta_0(\ell) \) and the total energy of all reflections is given by

\[
\sum_{\ell=1}^{\infty} \mathbb{E}\{\lambda(\ell, k)^2\} = \beta_0(\ell) e^{-2\alpha(k)R} \frac{1 - e^{-2\alpha(k)R}}{1 - e^{-2\alpha(k)R}}.
\]

(13)

Therefore, we can express the direct-to-reverberation ratio (DRR) of \( H(\ell, k) \) in dB as

\[
\text{DRR}(k) = 10 \log_{10} \left( \frac{1 - e^{-2\alpha(k)R}}{1 - e^{-2\alpha(k)R}} \frac{\beta_0(\ell)}{\beta_0(\ell)} \right).
\]

(14)

IV. LATE REVERBERANT SPECTRAL VARIANCE ESTIMATOR

In [5], a LRSV variance estimator was derived using a degenerated version of the statistical model and the assumption that \( \kappa(k) = \beta_0/\beta_0 = 1 \). Here we derive an estimator for the LRSV \( \lambda_0(\ell, k) \) for \( 0 < \kappa(k) \leq 1 \). In the following we assume that the spectral coefficients of the speech signal can be modelled as zero-mean i.i.d. complex random variables with a certain distribution and variance \( \lambda_0(\ell, k) \). Using (3), the statistical

\(^1\)This model is closely related to the time-domain model proposed in [3].
reverberation model described by (10) and the fact that \( H(\ell, k) \) and \( S(\ell, k) \) are mutually independent, we can express the reverberant spectral variance \( \lambda_r(\ell, k) \) as

\[
\lambda_r(\ell, k) = E \left\{ \left| \sum_{\ell' = 0}^{\infty} H(\ell', k) S(\ell - \ell', k') \right|^2 \right\} = \sum_{\ell' = 0}^{\infty} \lambda_0(\ell', k) \lambda_0(\ell - \ell', k).
\]

Using (11) we can write (15) as

\[
\lambda_r(\ell, k) = \lambda_d(\ell, k) + \lambda_r(\ell, k)
\]

with

\[
\lambda_d(\ell, k) = \beta_0(\ell, k) \lambda_0(\ell, k)
\]

and

\[
\lambda_r(\ell, k) = \sum_{\ell' = 1}^{\infty} \beta_p(k) e^{-2\pi(k)R} \lambda_0(\ell - \ell', k)
\]

\[
= e^{-2\pi(k)R} \times \left[ \lambda_r(\ell - 1, k) + \beta_0(\ell, k) \lambda_0(\ell - 1, k) \right].
\]

Now, using (17), the last expression can be rewritten as

\[
\lambda_r(\ell, k) = e^{-2\pi(k)R} \left[ \lambda_r(\ell - 1, k) + \kappa(k) \lambda_d(\ell - 1, k) \right].
\]

Finally, using (16) and reorganizing the terms, we obtain

\[
\lambda_r(\ell, k) = \left[ 1 - \kappa(k) \right] e^{-2\pi(k)R} \lambda_r(\ell - 1, k)
+ \kappa(k) \lambda_r(\ell - 1, k).
\]

Hence, we can express the spectral variance \( \lambda_r(\ell, k) \) of the reverberant component using \( \kappa(k) \), \( \alpha(k) \) and the spectral variance of the reverberant signal \( Z(\ell, k) \). As seen from (20) we require that \( 0 < \kappa(k) \leq 1 \).

The late reverberant spectral variance \( \lambda_r(\ell, k) \) is given by

\[
\lambda_r(\ell, k) = e^{-2\pi(k)R(N_e - 1)} \lambda_r(\ell - N_e + 1, k).
\]

In the following an instantaneous estimate of the reverberant spectral variance \( \lambda_c(\ell, k) \) was used, which is given by \( |Z(\ell, k)|^2 \).

For \( \alpha(k) = \alpha \) and \( \kappa(k) = 1 \) the LRSV is given by

\[
\lambda_d(\ell, k) = e^{-2\pi\alpha R N_e} \lambda_c(\ell - N_e, k)
\]

which is equivalent to the LRSV estimator proposed by Lebart et al. in [2].

V. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the LRSV estimator. The STFT synthesis window is a Hamming window and the analysis window is the related bi-orthogonal window (cf. [6], [10]). The windows are of length \( N = 128 \) and the overlap between two successive STFT frames was 75\% (i.e., \( R = 32 \)). For \( \kappa = 1, N_e \) can be chosen equal or larger than the boundary point between early reflections and late reverberation. For \( \kappa \ll 1 \), a smaller value of \( N_e \) can be chosen depending on the subjective preference of the listener. Here the time instance was set to 48 ms, i.e., \( N_e = 12 \). The reverberation time \( T_{60}(k) \) was determined for each octave band by applying Schroeder’s method [11] to a bandpass filtered version of the AIR. The decay rate \( \alpha(k) \) was calculated using (12). The parameter \( \kappa(k) \) was calculated by solving (14) using

\[
\text{DRR}(k) = 10 \log_{10} \left( \frac{\sum_{n=1}^{N_e-1} [h(n)]^2}{\sum_{n=N_e}^{\infty} [h(n)]^2} \right) \forall k
\]

where \( N_e = 16 \). In practice one can use blind estimation procedures as proposed in [2], [4], [12], [13].

A. Synthetic Signal

Two synthetic reverberant signals were created by convolving a white Gaussian noise pulse with two AIRs. The source-microphone distance \( D = \{0.5, 2.5\} \) m, \( T_{60} = 500 \) ms and the room size is \( 6 \times 8 \times 5 \) m (length $\times$ width $\times$ height). The AIRs were generated using an efficient implementation of the celebrated image method [14]. The LRSV was estimated using Lebart’s estimator (or equivalently the proposed with \( \kappa(k) = 1 \)) and the proposed estimator. Here the ‘true’ LRSV \( \lambda_c(\ell, k) \) is \( |Z_c(\ell, k)|^2 \), where \( Z_c(\ell, k) \) is calculated using (9).

The mean spectral variance was obtained by averaging over all \( N \) frequency bins. In Fig. 1, the resulting true and estimated LRSVs are depicted. For \( D = 0.5 \) m Lebart’s estimator significantly overestimates the LSRV while the proposed estimator closely follows the true spectral variance. In addition, it should be noticed that scaling this estimate (as proposed in [4]) will
The analysis shows that the developed estimator correct the overestimation during the steady-state period while it will result in an underestimation of the LRSV during the free-decay (i.e., when the anechoic signal is not active).

B. Speech Signals

The performance of the LRSV estimator was tested using reverberant speech \( f_s = 8 \) kHz that was generated by convolving all anechoic speech fragments from the APLAWD database [15] with various AIRs. We analysed the segmental error of the LRSV estimated using Lebart’s and the proposed estimator using

\[
\text{Err}_{\text{seg}} = \text{mean}_\ell \left\{ \frac{\left[ \lambda_k(\ell,k) - \hat{\lambda}_k(\ell,k) \right]^2}{\text{mean}_\ell \left\{ \left[ \lambda_k(\ell,k) \right]^2 \right\}} \right\}.
\]

In Fig. 2, the \( \text{Err}_{\text{seg}} \) is shown for \( T_{60} = 500 \) ms and source-microphone distances ranging between 0.125 and 4 m. To demonstrate the effect of estimation error of \( \kappa \) the \( \text{Err}_{\text{seg}} \) is also shown for \( \kappa = 1.2\kappa \). The analysis shows that the developed estimator is advantageous for all source-microphone distances.

C. Reverberation Suppression

As an example the log-spectral amplitude gain function [16] was used to suppress the late reverberant speech component. The gain function was lower-bounded to \(-12 \) dB. The \textit{a priori} signal to reverberation ratio (SRR) required by the gain function was estimated using the decision-directed approach with a weighting factor of 0.98 (c.f. [10]). To reduce the variance of the estimated LRSV a time-averaged version was used. The performance was evaluated using the segmental SRR and log spectral distance (LSD) measures (c.f. [10]). For each reverberation time \( T_{60} = \{0.35, 0.5, 0.65\} \) s the results were averaged over ten different source-microphone positions (with equal source-microphone distance \( D = \{0.5, 3.5\} \) m), and 50 speech fragments. The mean segmental SRR and LSD results are summarized in Table I. For negative DRRs the performance in terms of the objective measures is almost equal, and the difference becomes smaller when the DRR decreases. For positive DRRs the proposed estimator gives an advantage over Lebart’s estimator.

VI. CONCLUSIONS

In this letter, a statistical reverberation model was proposed that explicitly takes the energy contribution of the direct-path and reverberation into account. Using this statistical model a novel LRSV estimator was derived that depends on the (frequency dependent) reverberation time and (frequency dependent) DRR. The performance evaluation demonstrated that the derived LRSV estimator is especially advantageous in case the source-microphone distance is smaller than the critical distance or in other words in case the DRR is positive.
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